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#### Abstract

The mobile spatial coordinate measuring system (MScMS) is a system to perform dimensional measurements of large-scale objects. It consists of a wireless measuring probe with ultrasonic (US) transceivers, the position of which is determined using a distributed constellation of analogous transceivers arranged around the measuring area. The principle is to measure the time-of-flight (TOF) of the US signals exchanged between pairs of transceivers and, consequently, to obtain an estimate of their distances. The accuracy of TOF measurements can be attributed to many factors; the most influential are those associated with US signal attenuation. The purpose of this paper is to build an experimental correction model to reduce the MScMS' error in TOF measurements. First, a two-way block design, which is based on exploratory experiments, is created to show that transmitter-receiver distance and relative orientation between US transceivers have significant effects on TOF measurement error. Next, an empirical regressive model is constructed on the basis of additional detailed experiments. After performing an extensive experimental validation, the model is automatically implemented by MScMS, with an iterative procedure. The most important benefit of such a model is an important reduction in the dispersion and an improved accuracy associated with TOF measurements.
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## 1 INTRODUCTION

The mobile spatial coordinate measuring system (MScMS) is a distributed wireless-sensor-network based system, designed to perform dimensional measurements on large-scale objects [1]. The field of large-scale metrology can be defined as the metrology of large machines and structures; specifically, 'the metrology of objects in which the linear dimensions range from tens to hundreds of meters' [2]. Typical large objects that can be measured using MScMS are airplane wings, fuselages, longerons of railway vehicles, and boat parts.

[^0]MScMS consists of a wireless measuring probe with two ultrasonic (US) transceivers, the position of which is determined using a distributed constellation of other transceivers arranged around the measuring area. These devices, known as Crickets, transmit US signals to each other and measure their time-of-flight (TOF) in order to determine the mutual distances [3]. Using this information, MScMS is able to calculate the Cartesian coordinates of the object's surface points touched by the probe.
The introduction of distributed measuring systems, such as MScMS, will probably have important effects on simplifying the current measuring practices within large-scale industrial metrology [4]. This tendency is confirmed by other recent distributed measuring systems, such as the Indoor-GPS and the Third Tech Hi-Ball [5-8]. All these systems have a constellation of distributed devices acting as
reference points for the location of a wireless measuring probe.

Cricket devices are relatively simple and low priced, but not very accurate in estimating the mutual distances. The basic reason is that ultrasound technology can be subject to many error sources; as below [1].

1. Speed of sound ( $s$ ) dependence on environmental conditions - air temperature ( $T$ ) and relative humidity ( RH ), which can exhibit both temporal and spatial variations within large working volumes. Since $s$ value makes it possible to turn TOFs into distances, it is required to be often updated, depending on the time and the position. A partial solution to this problem is to use the temperature information evaluated by embedded thermometers at the Cricket receivers and to periodically update $s$ using an experimental relation $s=s(T)$ [9].
2. Ultrasound reflections or diffraction, due to the presence of obstacles or external uncontrolled sources of ultrasounds (key jingling, neon blinking, etc.). In order to protect MScMS from these error sources, some statistical tests for online diagnostics are implemented [10].
3. Non-punctiform dimension of US transceivers. This makes it difficult to determine the exact point of departure/arrival of a US signal exchanged between a pair of Crickets and consequently to obtain a precise estimate of their distance [1].
4. The technique used by Cricket US transceivers for detecting the US signal, known as 'thresholding', is simple to implement but has some drawbacks [11, 12]. More precisely, TOF measurements are corrupted by the US signal attenuation, which may have two major sources:
(a) transmitter-receiver distance;
(b) transceivers' relative orientation, as determined by some experimental tests [13].

Measurement error is affected by many different factors; however, the most important effects are those related to the sources of US signal attenuation. This is directly caused by the thresholding detection method of ultrasound [13]. Other more refined ranging methods are based on phase-detection with fixedfrequency signals and with frequency-modulated signals. The implementation of these techniques, however, would require rather complex modifications to the current Cricket hardware and firmware, such as the introduction of a digital signal processor to process the phase measurements $[11,14-18]$.

The goal of this paper is to build a two-factor experimental model to improve the accuracy in the MScMSs' TOF measurements, without any modification to the current Cricket hardware. A simpler
model was proposed by Moore et al. and implemented in a previous version of Cricket firmware [21]. However, this model is not very effective in reducing the TOF measurement error derived from the attenuation, because it takes account of the contribution related to the transceivers' distance, but not that related to the transceivers' relative orientation.

The new proposed model can be successfully used at two different stages.

1. In the system set-up, so as to improve the location of the constellation of devices (an operation that has necessarily to be performed before measurements) [20].
2. During measurements, so as to improve the accuracy in the location of the wireless probe, which is used to determine the spatial coordinates of the desired points from the measured object surface.

The experimental construction of the model is performed following an analytical protocol, in which the US signal TOF is identified as the key factor (dependent variable) to be examined. Next, two independent variables affecting TOF (transceivers' distance and relative orientation) are varied in order to create a two-way block design with repetition. Air $T$ and $R H$ are fixed and the presentation order is completely randomized to minimize order-of-testing effects. After showing that the two independent variables have a significant effect on the TOF measurement error, additional experiments are performed and a model is constructed by performing a linear regression based on the experimental results. Finally, the empirical model is implemented and validated.

The paper is organized into four sections. Section 2 briefly describes the MScMS structure and features, focusing on the most critical aspects from the metrological performance viewpoint. Section 3 provides a detailed description of the experimental setup used to determine the input information for constructing the empirical model. Section 4 discusses and analyses the experimental results. In section 5 , the model is constructed on the basis of experimental data. An iterative operational procedure for the model online implementation is presented in section 6 . The same section presents and discusses the model validation, based on further experimental tests. Finally, the conclusions and future direction of this research are given.

## 2 SHORT DESCRIPTION AND CRITICAL ASPECTS OF MSCMS

The MScMS prototype consists of three components (Fig. 1).

1. A constellation (network) of Cricket devices arranged around the working area.
2. A measuring probe to communicate with the constellation of devices and obtain the coordinates ( $x, y, z$ ) of the touched points. More precisely, the measuring probe is a mobile system equipped with a tip to touch the points of the measured objects and a trigger, which is pulled to calculate and store the current coordinates of the probe tip. The constellation Crickets act as reference points for locating the measuring probe $[\mathbf{2 0}, 21]$.
3. A computing system to receive and process data sent by the measuring probe in order to evaluate object geometrical features.
Cricket devices are developed by the Massachusetts Institute of Technology and produced by Crossbow [3, 22]. Being quite small, light, and potentially cheap, they are compatible with a variety of network configurations [12, 23]. All Crickets have radiofrequency (RF) and US transceivers (Fig. 2). They repeatedly communicate and calculate their mutual distances by measuring the TOF of the US signals exchanged [24]. TOF is multiplied by the s value to obtain the distance between the two sensors. Thanks to the RF communication, Crickets rapidly share the information about their mutual distances. Crickets, being equipped with embedded processor and memory, can be programmed by the user and customized depending on the communication logic to implement. This flexibility, as well as the relative low cost, is the main reason for their use in MScMS prototype design.

The measuring probe contains two Cricket devices, which repeatedly determine their distance from the constellation Crickets. A Bluetooth transmitter is connected to one of the probe's Crickets in order to send this distance information to a PC, which is equipped with an ad hoc software.

Before starting measurements, the constellation Crickets are placed around the measuring area, so


Fig. 1 MScMS representation scheme
that the region of interest is completely covered with an overlap of at least three devices [25]. Next, constellation Crickets have to be localized because measurements are possible only if their position is known. In order to reduce manual operations, a method for a semi-automatic localization has been implemented [1, 19, 25, 26].
Measurements consist of three phases:
(a) the mobile probe is used to touch the desired points from the part surface;
(b) the probe trigger is pulled and data are sent via Bluetooth to the PC;
(c) the Cartesian coordinates $(x, y, z)$ of the points are calculated by the PC. The PC then uses the Cartesian points to generate a geometrical model of the measured object's surface $[1,19]$.

At the time of writing, the MScMS accuracy in determining the spatial position of the measured points may be improved. The most critical aspects influencing the current system's metrological performance are illustrated in sections 2.1 to 2.4 [ $\mathbf{1}$ ].

### 2.1 Cones of vision

While the RF sensor's communication volume is almost omnidirectional and up to 25 m , US sensors have a communication volume limited by 'cones of vision' with an opening angle of approximately $170^{\circ}$ and a range of approximately 6 m (Fig. 3). Signal strength inside the cones of vision may be most affected by two factors: the distance and the angle from the transmitter's surface. Outside the cones, signal strength drops to 1 per cent of the maximum value $[27,28]$.

### 2.2 Number of constellation devices

For MScMS, the number of constellation devices is strictly related to the measurement volume and their communication range. Some tests show that a coverage of an indoor working volume is achievable with a network density of at least 0.6 devices $/ \mathrm{m}^{2}$, considering a plant layout [1]. It should be noticed that the number of constellation devices 'seen' by the


Fig. 2 Cricket device (crossbow technology) [3]
sensors has a strong influence on the positioning accuracy. This particular aspect is studied through preliminary tests combined with simulation [4].
Specifically, 30 points - with a-priori known positions - are measured (repeating the measurement 150 times per point) while the number of constellation devices for the desired points is deliberately changed from four to 13 . Coordinates' position errors (residuals) are determined considering the difference between the 'true' coordinates' position, and the coordinates' position of the points, as calculated by trilateration. The coordinates' position errors related to all the 30 points show a normally distributed pattern, verified by the Anderson-Darling normality test at $p<0.05$.
The result of the simulation experiment shows that when only four devices are used, the uncertainty in the measured points is very high. This uncertainty decreases to a great extent (for example, by a factor of almost three for the $Z$ axis), when six devices are used for measuring the same point. When the seventh device is added, the improvement in the accuracy reduces, although still significant. By adding the eighth or more transmitters, the improvement is shown to be small and negligible. This behaviour is illustrated in Fig. 4, in which standard deviations ( $\sigma_{x}$, $\left.\sigma_{y}, \sigma_{z}\right)$ related to the coordinates' positioning errors are plotted based on the number of devices of the constellation.


Fig. 3 Representation scheme of the US transmitters 'cones of vision'

Notice that the value of $\sigma_{z}$ is basically lower than $\sigma_{x}$ and $\sigma_{y}$. This behaviour is due to the geometric configuration of the constellation devices: in general, they are mounted on the ceiling or at the top of the measuring area and, for this reason, they can be considered as approximately placed on a plane (XY) perpendicular to the vertical ( $Z$ ) axis [7].

### 2.3 Error transmission in the location of Cricket devices

Spatial location of each probe's Cricket is achieved using a trilateration technique [29]. The trilateration problem can be solved numerically, by solving a system of $n$ non-linear equations. It is important to remark that input data - (a) constellation device coordinates, and (b) measured distances from the device to locate and the constellation devices - are affected by errors. Specifically, the positioning error of the constellation devices depends on the accuracy of the location procedure implemented. On the other hand, the distance error depends on the measurement error of the corresponding TOF.
Currently, the constellation devices' localization is performed using a reference artefact equipped with several Cricket devices [ $\mathbf{1}$ ]. This artefact is placed in different positions within the measuring area. For each of these positions, the TOFs between constellation Crickets and the artefact's Crickets are collected. Next, they are used so as to locate the whole constellation by an ad hoc bundle adjustment algorithm [19,25]. Thus, the positioning error of the constellation devices is also influenced by the error in TOF measurements.
Summarizing, the two most important error sources in determining the position of a device are (a) the constellation devices positioning error, and (b) the error in the corresponding distance measurements.

### 2.4 US signal detection technique

Several methods have been developed for detecting US signals [14, 15]. Thresholding is the simplest and the most widely used - both from the hardware and the software points of view [16]. In this method, implemented by Crickets, the receiver electric output signal is compared with a threshold level $(65 \mathrm{mV}$ for


Fig. 4 Influence of the transmitters' number on the position error for MScMS
the Crickets) such that the arrival of the wave is acknowledged when the signal reaches this level (Fig. 5).
This method depends on the amplitude of the pulse received: the larger the signal amplitude, the smaller the time taken by the signal before reaching the threshold. For example, in Fig. 5, when the signal has a full amplitude, the detection threshold is first exceeded by the second peak of the ultrasound waveform. When the waveform is attenuated by a factor of 0.5 (half the amplitude signal), the detection threshold is first exceeded by the third peak of the ultrasound waveform. If the channel attenuation is quite significant, then it may cause the threshold to be exceeded a few periods late instead of just one period late. Consider that at 40 kHz the period is $25 \mu \mathrm{~s}$, so the error will be in integer multiples of approximately $25 \mu \mathrm{~s}$. The error in the TOF evaluation results in an error in the distance estimation. The $s$ value is approximately $340 \mathrm{~m} / \mathrm{s}$, therefore one ultrasound time period corresponds to a distance of about $25 \cdot 340 / 1000=8.5 \mathrm{~mm}$. In practice, the threshold can be exceeded by up to four periods late, so the distance overestimation can be up to $3-4 \mathrm{~cm}$ !

Typical sources of attenuation are [3, 28]:
(a) distance between transceivers (d);
(b) angle of the transmitter with respect to the transceiver distance (transmitter misalignment angle, $\theta^{(t)}$ in Fig. 6);
(c) angle of one receiver with respect to the transceiver distance (receiver misalignment angle, $\theta^{(r)}$ in Figure 6).

In general, the larger these three factors, the larger the US signal attenuation.


Fig. 5 Graphical representation of thresholding detection. A minimum number of cycles are necessary to bring the receiver to steady state conditions (transient time at the receiver) [30]. The error in the distance measurement is dependent upon the received US signal amplitude. The time taken for the received signal to reach the threshold is dependent on its amplitude.

## 3 DESCRIPTION OF THE EXPERIMENTS

The goal of this work is to obtain an experimental model to correct the TOF-Error derived from the most influential sources of US signal attenuation. Experimental data are collected in the same operational conditions in which the correction model will be used [31]; more precisely, constellation devices are assumed to be parallel with respect to the devices to locate. In the current practice, this condition is generally satisfied because constellation devices are arranged on the ceiling, at the top of the measuring area and Crickets to locate are generally mounted on the measuring probe and oriented upwards (Fig. 7). This configuration is a practical solution to obtain a good coverage and to maximize the measuring volume [28].

In this configuration, the misalignment angles related to a constellation device $\left(C_{i}\right)$ and the one related to the devices to locate, with respect to their


Fig. 6 Illustration of the most important sources of attenuation: transceiver distance (d); transmitter misalignment angle $\theta^{(t)}$, and receiver misalignment angle $\theta^{(r)}$


Fig. 7 Typical arrangement of the constellation devices ( $C_{1}-C_{n}$ ). To obtain a good coverage, constellation devices are placed at the top of the measuring area, parallel to the ceiling. With this configuration, Cricket to locate $(P)$ should be oriented upwards. The formula for calculating the misalignment angle $\left(\theta_{\mathrm{i}}\right)$ is used in the iterative procedure for the TOFError correction, reported in section 6.1
distance, is the same ( $\theta_{i}$ in Fig. 7). Figure 8 illustrates the experimental set-up:
(a) transmitter and receiver are positioned facing each other;
(b) the distance ( $d$ - first factor) between transceivers is known;
(c) transmitter face is parallel with receiver face, but they are not perpendicular with respect to the direction of the distance. A misalignment angle ( $\theta$ - second factor) is introduced.

As shown in Fig. 8, the reference point for determining the transceivers' distance and misalignment angle corresponds to the centre of the US transceiver cover's face. Distances and angles are measured using a set of calibrated reference bars and a precision goniometer [32].
Experiments are organized in two steps.

1. Exploratory experiments. Based on a limited number of observations, this phase is aimed at investigating whether the two factors of interest have significant effects on the TOF measurements. To that purpose, an experimental factorial plan is built measuring TOF and changing the factors at different levels. Table 1 provides a summary of the factor level combinations.
2. Detailed experiments. The factor working domain and the number of observations are increased so as to build an empirical regressive model representing the two factors' effect. Table 2 contains the list of observations considered in this phase.


Fig. 8 Experimental set-up

Table 1 List of the experiments carried out in the exploratory phase

| Factors |  |  |
| :---: | :---: | :---: |
| $\cdots$ | 1st - Distance between transceivers (d) | 2nd - Transceiver misalignment angle $(\theta)$ |
| $\stackrel{\square}{0}$ | 1000 | 0 |
| $\stackrel{\square}{\square}$ | 2000 | 15 |
|  | 3000 | 30 |
|  |  | 45 |

- all the possible $3 \times 4=12$ different combinations are carried out in random order;
- for each combination, TOF measurements are repeated 50 times;
- all the 12 combinations above are replicated three times; consequently, the total number of combinations is 36 . The test sequence is randomized using the random number generator provided by Minitab.

For each of the combinations in Tables 1 and 2, 50 repeated measurements of the TOF are performed.

The response variable considered in the factorial plan is the TOF-Error, which is defined as follows

$$
\begin{equation*}
\text { TOF-Error }=(\text { TOF }- \text { Expected-TOF }) \tag{1}
\end{equation*}
$$

being
TOF TOF measured by pair of Crickets;
Expected-TOF $=d / s$ where $d$ is the transceivers known distance and $s$ is the speed of sound in the experimental conditions (with air temperature $T=21^{\circ} \mathrm{C}$ and relative humidity $R H=27$ per cent, $s \approx 344 \mathrm{~m} / \mathrm{s}$ ).
TOF-Error is used as an indicator of the error in TOF evaluation.

## 4 ANALYSIS OF THE EXPERIMENTAL RESULTS

### 4.1 Results of the exploratory experiments and factorial analysis

Analysing the outputs of the exploratory factorial experiments, notice that TOF-Error dispersion changes depending on the average of the TOF-Error value. This behaviour is illustrated on Fig. 9. For each of the 36 factorial plan combinations, the average TOFError and the respective deviations - calculated using the corresponding 50 repeated measurements - are plotted. Notice that the larger the average TOF-Error value, the larger the individual measurement dispersion. The non-homogeneity of the TOF-Error variance is also tested through the Levene statistical test, at $p<0.05$.

Since the assumption of homogeneity of TOF-Error variances is violated, the Analysis of Variance (ANOVA) cannot be properly applied, in order to verify whether factors have a significant effect on the response (TOF-Error) [31]. The usual approach to dealing with non-homogeneous variance is to apply a

Table 2 List of the experiments carried out in the detail phase

| Factors |  |
| :--- | :---: |
| 1st - Distance between <br> transceivers $(d)$ | 2nd - Transceiver <br> misalignment angle $(\theta)$ |
| 500 | 0 |
| 1000 | 15 |
| 1500 | 30 |
| 2000 | 45 |
| 2500 | 60 |
| 3000 |  |
| 3500 |  |
| 4000 |  |
| - all the possible $8 \times 5=40$ different combinations are carried out in |  |
| random order; |  |
| - for each combination, TOF measurements are repeated 50 times. |  |



Fig. 9 TOF-Error deviation versus average TOF-Error. For each of the 36 factors combinations, variables are calculated using the corresponding 50 repeated TOF-Error measurements
variance-stabilizing transformation. In this approach, the conclusions of the analysis of variance will apply to the transformed populations. The most common transformation is the exponential $y^{*}=y^{\lambda}$, where $\lambda$ is the parameter of the transformation [33, 34].

The Box-Cox method is used to select $\lambda$. The experimenter can analyse the data using $\int \mathrm{y} *$ as the transformed response (hereafter, it will be identified as 'Transformed TOF-Error'). In the authors' specific case, the obtained transformation parameter is $\lambda=0.17$. Applying Levene's test to the transformed response, the resulting variance no longer violates the test's null hypothesis of homogeneity. To construct a model in terms of the original response, the opposite change of variable $-(\mathrm{y} *)^{\frac{1}{2}}$ - is performed.

The main effects plot, representing the single examined factors effect on the TOF-Error, is shown in Fig. 10.
The points in the plot are the means of the response variable at the various levels of each factor (for each level of the examined factor, the mean is calculated averaging all the responses obtained changing the remaining factor). A reference line is drawn at the grand mean of the response data. This kind of plot is useful for comparing magnitudes of main effects. The qualitative result is that d and $\theta$ have an important effect.

In order to qualitatively judge the presence of interactions among the two factors, an Interaction Plot is constructed in Fig. 11. Interaction between two factors is present when the response at a factor level depends upon the level(s) of the other factor. Parallel curves in an interactions plot indicate no interaction. The greater the departure of the curves from the parallel state, the higher the degree of interaction [31].

Figure 11 shows that the two-way interactions are not very pronounced and that the main effects presented in Fig. 10 are consistent within each factor level.

Results of the factorial plan are examined by ANOVA (Fig. 12).


Fig. 10 Main effect plot for means, related to the two examined factors: $d$ (transmitter-receiver distance) and $\theta$ (misalignment angle)

In the ANOVA, the variance related to the response is partitioned into contributions owing to the different factors and their interactions. Results of an ANOVA can be considered reliable as long as the following assumptions are met:
(a) the response variable is normally distributed;
(b) data are independent;
(c) variances of populations are equal.

After applying the Box-Cox response transformation, all these assumptions are satisfied. In particular, the assumption of normal distribution is verified by the Anderson-Darling normality test at $p<0.05$.
Analysing the ANOVA results, all two factors and their two-way interactions are found to be significant based on Fisher's test at $p<0.05$. With regard to single factors, both $d$ and $\theta$ have an important effect. This is consistent with the main effects plot of Fig. 10. With regard to the factor interaction, it is also statistically significant too ( $p<0.05$ ). Thus, it can be stated that the composition of large misalignment angles $(\theta)$ and large distances (d) produces TOF-Errors which are larger than those obtained by adding the effects of the single factors, taken separately.


Fig. 11 Interaction plot for transformed TOF-Error, considering the two factors ( $d$ and $\theta$ )


Fig. 12 ANOVA applied to the (transformed) response of the factorial plan


Fig. 13 Average value of the TOF-Error and standard deviation depending on the misalignment angle $(\theta)$, for different transmitter-receiver distances (d)

### 4.2 Results of the detailed experiments

Results of detailed experiments are graphically represented in Fig. 13. They represent the average TOF-Error and the corresponding standard deviation (calculated, for each combination of factors, using the 50 repeated measurements) depending on $d$ and $\theta$. From the two graphs in Fig. 13, it can be noticed that TOF-Error increases with an increase in $d$ and $\theta$.

Again, TOF-Error is always positive, because of the TOF overestimation due to the signal attenuation (which is proportional to $d$ and $\theta$ ). In particular, the relationship between TOF-Error and $d$ appears approximately linear, while the relationship between TOF-Error and $\theta$ appears approximately quadratic.

Analysing the graphs in Fig. 13, notice that TOFError measurements cannot be performed when the two factors have both large values - i.e. when $\theta=45^{\circ}$

Table 3 Communication between transceivers, depending on factors $d$ and $q$. For some particular combinations of the two factors, transceivers are not able to communicate and - consequently - the experimental table cannot be completely filled. Measurements can be performed precisely only for 37 of 45 (9.5) combinations. When the two factors both have large values - i.e. when $q=45^{\circ}$ and $d>3500 \mathrm{~mm}$, and when $q=60^{\circ}$ and $d>1500 \mathrm{~mm}$ - measurements are not feasible

|  |  | $\theta$ [degrees] |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 15 | 30 | 45 | 60 |
| $\bar{\xi}$ | 500 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | 1000 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | 1500 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |
|  | 2000 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
|  | 2500 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
| - | 3000 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
|  | 3500 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ |
|  | 4000 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ | $x$ |
|  | 4500 | $\checkmark$ | $\checkmark$ | $\checkmark$ | $x$ | $\times$ |

$\checkmark$ measurement performed $\times$ measurement not feasible
and $d>3500 \mathrm{~mm}$, and when $\theta=60^{\circ}$ and $d>1500 \mathrm{~mm}$ (see also Table 3). In fact, in all these conditions, transmitter and receiver are not able to communicate because of the strong signal attenuation (receiver beyond the transmitter's cone of vision).

## 5 MODEL CONSTRUCTION

In this section an experimental regressive model to link TOF-Error with $\theta$ and $d$ is proposed. The total number of observations that are used to construct the model is given by

$$
\begin{align*}
& 37(\text { combinations }) \cdot 50(\text { repetitions per } \\
& \text { combination })=1850 \mathrm{TOF}(\text { measurements }) \tag{2}
\end{align*}
$$

Analysing the graph patterns in Fig. 13 and based on the knowledge of the physical phenomenon investigated, a second order polynomial model is chosen (see equation (3)) [35]. This model makes it possible to evaluate the factors interaction [13]

$$
\begin{align*}
& \text { TOF-Error }=\mathrm{C}_{1}+ \\
& \mathrm{C}_{2} \cdot \mathrm{~d}+\mathrm{C}_{3} \cdot \theta+\mathrm{C}_{4} \cdot \mathrm{~d}^{2}  \tag{3}\\
& +\mathrm{C}_{5} \cdot \theta^{2}+\mathrm{C}_{6} \cdot \mathrm{~d} \cdot \theta
\end{align*}
$$

With the support of the Minitab Best-Subsets tool, it is found that the terms with coefficients $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$ have slightly influential contributions (see results in Fig. 14). Also, this is confirmed by an initial regression, based on the model in equation 3 . Consequently, terms with coefficients $\mathrm{C}_{3}$ and $\mathrm{C}_{4}$ are removed from the model and a new second order model representing a compromise solution between


Fig. 14 Results obtained from Minitab Best-Subsets tool. The above table suggests that the model with the three terms $d, \theta^{2}$, and $d \theta$ is relatively precise and unbiased because its Mallows' Cp (4.3) is closest to the number of predictors plus the constant (4) [36].
best-fitting and reduction of the number of predictors is constructed using equation (4).

$$
\begin{align*}
& \text { TOF-Error }=\mathrm{C}_{1}+\mathrm{C}_{2} \cdot \mathrm{~d} \\
& +\mathrm{C}_{5} \cdot \theta^{2}+\mathrm{C}_{6} \cdot \mathrm{~d} \cdot \theta \tag{4}
\end{align*}
$$

The model requires the information about the distance and the misalignment angle related to each pair of Cricket devices. Being linear with respect to $d$ and quadratic with respect to $\theta$, the model well represents the graph patterns in Fig. 13. It is important to notice the presence of the last term $\left(\mathrm{C}_{6} d \theta\right)$, which accounts for the interaction between the two factors.

Since the variance of the response variable (TOFError) is not homogeneous, a simple linear regression is not perfectly suitable. In particular, heteroscedasticity may have the effect of giving too much weight to subset of the data where the error variance is larger, when estimating coefficients. To reduce standard error associated with coefficient estimates, in regression in which homoscedasticity is violated, a common approach is to weight observations by the reciprocal of the estimated point variance [31, 34, 37]. For each observation, the variance is calculated using the 50 repetitions associated to the corresponding factor combination (numerical values of the $\sigma$ related to each factor combination are reported in Figure 13). The final regression equation is

$$
\begin{align*}
& \text { TOF-Error }=84.6+0.0207 d+ \\
& 0.0314 \theta^{2}+0.000336 d \theta \tag{5}
\end{align*}
$$

In equation (5), TOF-Error, $d$ and $\theta$ are respectively expressed in $\mu \mathrm{s}, \mathrm{mm}$, and degrees.

This model can be useful for correcting the systematic error in TOF measurements. The variation in the response standard deviation being not very large, it was checked that equation (5) is not very dissimilar to the result that would be obtained by a simple (non-weighted) linear regression.
The regression output is quantitatively examined by an ANOVA (Fig. 15). Based on a $t$ test at $p<0.05$, it can be deduced that all the terms in equation (5) are significant. Examining the residuals, they can be
(Weighted) Regression Analysis: TOF-Error versus d, $\theta$ and $\mathbf{d} \cdot \theta$

TOF-Error $=84.6+0.0207 \cdot d+0.0314 \cdot \theta^{2}+0.000336 \cdot d \cdot \theta$

| Predictor | Coef | SE Coef | T | P |
| :--- | ---: | ---: | ---: | ---: |
| Constant | 84.6410 | 0.6040 | 140.14 | 0.000 |
| d | 0.0206548 | 0.0002960 | 69.78 | 0.000 |
| $\theta^{2}$ | 0.0314441 | 0.0004298 | 73.15 | 0.000 |
| $d \cdot \theta$ | 0.00033568 | 0.00001144 | 29.35 | 0.000 |

$S=1.65608 \quad \mathrm{R}-\mathrm{Sq}=93.9 \% \quad \mathrm{R}-\mathrm{Sq}(\mathrm{adj})=93.8 \%$

Analysis of Variance

| Source |  | DF | SS | MS | F |
| :--- | ---: | ---: | ---: | ---: | ---: |
| Regression | 3 | 71072 | 23691 | 8637.96 | 0.000 |
| Residual Error | 1696 | 4651 | 3 |  |  |
| Total |  | 1699 | 75723 |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
|  |  |  |  |  |  |
| Source | DF | Seq SS |  |  |  |
| d | 1 | 18037 |  |  |  |
| $\theta^{2}$ | 1 | 50672 |  |  |  |
| $d \cdot \theta$ | 1 | 2362 |  |  |  |
|  |  |  |  |  |  |

Fig. 15 Results of the (weighted) regression analysis
considered as randomly distributed by the AndersonDarling normality test at $p<0.05$. The model fits the experimental data well.

## 6 MODEL IMPLEMENTATION AND VALIDATION

### 6.1 Model online implementation

Considering that reference devices are generally parallel to the device to locate, both during the constellation location and measurements, the experimental model can be implemented online by the following iterative procedure (see flow chart in Fig. 16).

1. TOFs between the device to locate ( P ) and the reference devices with known position $\left(\mathrm{C}_{1}-\mathrm{C}_{n}\right)$ are measured and then the iteration number ( j ) is initialized to 1 .
2. Corresponding distances are calculated as: $d_{i}{ }^{(j)}$ $=T O F_{i}^{(j)} s$. Superscript ' $(j)$ ' indicates that the $j$ th iteration is considered. Since $\mathrm{TOF}_{i}{ }^{(j)}$ is generally overestimated because of the attenuation, $d_{i}{ }^{(j)}$ will of course result in being overestimated.
3. Device $P$ (with coordinates $u^{(j)}, v^{(j)}$, and $w^{(j)}$ ) is located through a trilateration, using the distances from at least three reference devices with known position ( $x_{i}, y_{i}, z_{\mathrm{i}}$ ).
4. Misalignment angles $\left(\theta_{\mathrm{i}}{ }^{(\mathrm{j})}\right.$ ) between device P and each of the reference devices - with which it communicates - are calculated. Because devices have approximately parallel faces, equation (6) can be used (Fig. 7)
$\theta_{\mathrm{i}}^{(\mathrm{j})}=\cos ^{-1}\left(\frac{\mathrm{z}_{\mathrm{i}}-\mathrm{w}^{(\mathrm{j})}}{\mathrm{d}_{\mathrm{i}}}\right)$


Fig. 16 Flowchart related to the iterative procedure for the model online implementation
5. Correction of the TOFs associated with each of the reference devices using the following formula:

$$
\begin{equation*}
\operatorname{TOF}_{i}^{(j+1)}=\operatorname{TOF}_{i}^{(1)}-\mathrm{TOF}^{-\operatorname{Error}_{i}^{(j)}} \tag{7}
\end{equation*}
$$

where TOF-Error ${ }_{i}{ }^{(j)}$ (function of $d_{i}^{(j)}$ and $\theta_{i}{ }^{(j)}$ ) is calculated using the empirical formula in Equation 5.
6. New estimation of the distances $\left(d_{i}{ }^{(j+1)}\right)$ between $P$ and the devices with known position, and repetition of the procedure (steps 2 to 6 , replacing superscripts $j$ with $j+1$ ).

The same procedure can be iterated until changes in the calculated position of $P$ are not significant. Conventionally, this condition is reached when the distance between the current position of $P$ and the position in the previous iteration is smaller than 1 mm . This algorithm is designed to guarantee convergence to a stable solution. In this sense, this was confirmed to give good results. Typically, no more than three iterations were necessary for the algorithm to converge. Using a standard PC, the total time to complete the procedure was no larger than 0.2 s ; therefore, it is fully compatible with the Crickets' TOF measurement sampling period of 0.5 s .

### 6.2 Model validation

Additional measurements were performed so as to experimentally validate the empirical regressive model in conditions that are representative of the typical working environment. At this stage, a constellation of devices and a set of devices to be measured within the measuring volume were considered. It is important to
remark that the model is based on the assumption that all the Crickets have parallel faces. Unfortunately, this condition cannot be perfectly satisfied in a real measurement context, for two reasons.

1. Devices of the constellation are not perfectly parallel to each other. This condition would slow down and complicate the manual arrangement of constellation devices and compromise the MScMSs' easy start-up [1]. It was experienced that, in a typical (quick) arrangement, misalignments of constellation devices with respect to the 'ideal' parallelism condition are included within $3^{\circ}$ [23].
2. Devices to be measured, which are mounted on the mobile probe, are not necessarily parallel to constellation devices. In fact, during the measurement task it is very difficult to keep the mobile probe always horizontal and facing constellation devices, due to the shape of the measured object. The mobile probe's misalignment with respect to the 'ideal' orientation was seen to be up to $10-15^{\circ}[23]$.
Thus, to test the efficiency of the proposed model in realistic measurement conditions, small misalignments - of the same amount as before - were deliberately introduced both for constellation devices and devices to be measured. More precisely, measurements were carried out in the following way:

- A limited indoor measuring volume of about $24 \mathrm{~m}^{3}$ $(4 \times 3 \times 2)$ is considered. Eight constellation devices are distributed at the top of the volume, and a planar density of about 0.7 devices $/ \mathrm{m}^{2}$ (Fig. 17). The rough position of each device is
randomly decided using a random number generator.

Then, in line with the previous experiments (Fig. 8), the 'reference' position of each device - the Cartesian coordinates of the point coinciding with the centre of the transceiver cover's face - is calculated using a laser-tracker. Because of the transceiver's relatively small dimensions, it is difficult to measure the cylindrical cover touching it directly with the lasertracker (cat's-eye) retroreflector. Therefore, measurements are performed using a support 'cap' - i.e. an auxiliary component consisting of a hollow cylinder surmounted by a hemisphere. More precisely, the internal hole of the cap fits the US transducer's cover, so that, when the transducer is 'capped', the centre of the cover's face coincides with the centre of the cap hemisphere (Fig. 18(b)). For the Crickets oriented downwards, i.e. those arranged on the ceiling, the cap is fixed to the Cricket board using some plasticine. The cap is made of aluminium and manufactured using a CNC turning lathe with typical uncertainty of approximately a few hundredths of a millimetre.

The measurement procedure consists in:
(a) 'capping' the transducer with the support cap;
(b) measuring several points (i.e. four or more), which are uniformly distributed on the hemisphere surface, using the laser-tracker retroreflector (Fig. 18(a));
(c) determining the coordinates $(x, y, z)$ of the hemisphere centre through a standard optimization algorithm.

A preliminary uncertainty budget is constructed considering the uncertainty related to:


Fig. 17 Representation of the experimental set-up used for the validation experiment. Specifically, (a) $X Z$ plane view, (b) $X Y$ plane view, (c) 3D view. The measuring volume contains eight constellation devices ( - ) and 20 measured points ( $\times$ ), which are randomly positioned


Fig. 18 Representation scheme of the procedure to calculate the coordinates of the point in the middle of the face of the US transducer cover
(a) the dimensional features of the support cup;
(b) the laser-tracker measurement of the points on the cap hemispheric surface;
(c) the algorithm to determine the centre of the hemisphere, using the previous points.

The result is that the error associated to the coordinates of the point to measure is reasonably smaller than one millimetre, which is one to two orders of magnitude more accurate than the Cricket distance measurements [38-40].

- A Cricket device is placed next to 20 representative points that are positioned within the measuring volume. The approximate position of each point is randomly decided using a random number generator. Next, the 'reference' position is measured by a laser-tracker with the same procedure as before. For each of the 20 points, eight TOFs from the corresponding constellation devices are collected replicating the individual measurements five times. In practice, the device to be located is moved and repositioned before each measurement, with the aim of reproducing the usual measurement conditions. Thus, $20 \times 8 \times 5=800$ total TOF measurements (number of measured points $\times$ number of constellation devices $\times$ replications). These TOFs are turned into corresponding distances applying the iterative procedure seen in section 6.1. Then, distance values are compared with the corresponding reference values - derived using the laser-tracker reference positions - so as to calculate the resultant error. Results obtained by the application of the experimental model are compared (a) with the results obtained by applying a first order one-factor model, which was proposed by Moore et al. [21] and implemented in a previous version of Cricket firmware (see equation (8)), and (b) with the results obtained with no correction

$$
\begin{equation*}
d_{i}=49.671+0.00096 \times s \times \mathrm{TOF}_{i} \tag{8}
\end{equation*}
$$

Table 4 Results of validation experiments with regard to the Cricket distance error. Notice that the twofactor correction model, compared to the onefactor model, makes it possible to reduce the dispersion in the distance evaluation considerably. Moreover, results obtained with no correction are very poor, both in terms of centring ( $m_{d \text {-error }}=70.5 \mathrm{~mm}$ ! due to the systematic TOF measurement overestimation) and disper$\operatorname{sion}\left(s_{d \text {-error }}\right)$

| Distance <br> error | Two-factor <br> experimental model | One-factor <br> experimental model | No <br> correction |
| :--- | :--- | :--- | :--- |
| $\mu_{d \text {-error }}[\mathrm{mm}]$ | -0.3 | 0.6 | 70.5 |
| $\sigma_{d \text {-error }}[\mathrm{mm}]$ | 5.6 | 9.8 | 15.9 |

$\mu_{d \text {-error }}$ and $\sigma_{d \text {-error }}$ are calculated considering 800 individual distance evaluations, performed in random order.
Reference distances are obtained using a laser-tracker (see Fig. 18), with a measurement uncertainty one-two orders of magnitude smaller than Crickets'.

In equation (8), $d_{i}, s$, and $\mathrm{TOF}_{i}$ are respectively expressed in $\mathrm{mm}, \mathrm{m} / \mathrm{s}$, and $\mu \mathrm{s}$.

Using the one-factor model in equation (8), distances $\left(d_{i}\right)$ can be calculated from the corresponding $\mathrm{TOF}_{i}$ s. Unlike the two-factor model, this model only accounts for the attenuation effect due to $d$, but does not consider the effect of $\theta$.

In summary, the distance error is calculated in the three following situations:
(a) application of the two-factor empirical model;
(b) application of the one-factor model;
(c) no correction.

Next, the average value ( $\mu_{d \text {-error }}$ ) and the standard deviation ( $\sigma_{d \text {-error }}$ ) related to distance error are calculated. Results are reported in Table 4. It is relevant to emphasize that these errors are not overall uncertainties for the system, because they are not achieved
when all the error sources are combined in an uncertainty budget, also including traceable calibration uncertainties of the reference artefacts [39, 41].

Notice that the two-factor correction model, compared to the one-factor model, makes it possible to reduce the dispersion in the distance evaluation considerably. Specifically, reduction is larger than 40 per cent - i.e. $(9.8-5.6) / 9.8$. The price to pay is that the two-factor model is based on the assumption that constellation devices are parallel with respect to the device to locate (Fig. 7). Also, from Table 4, notice that results obtained with no correction are very poor, both in terms of centring (large $\mu_{d \text {-error }}$, due to the systematic TOF measurement overestimation) and dispersion ( $\sigma_{d \text {-error }}$ ). In this case, the reduction of the dispersion is larger than 60 per cent i.e. $(15.9-5.6 / 15.9)$.

Depending not on the constellation device density but only on the TOF measurements between device to locate and constellation devices, these results can be extended to constellations with a different density.

It is important to remark that the two-factor model was obtained under a precise air condition $T$ and $R H$ ( $T=21^{\circ} \mathrm{C}$ and $R H=27$ per cent). In theory, the model should be used in these precise conditions and, for different $T$ and $R H$ values, it is no longer valid. US signal attenuation, which is the main source of TOF estimation errors, and the speed of sound (s) value are both influenced by air $T$ and $R H$ [34]. In general, the effect of RH can be neglected, especially for moderate variations (i.e. $\Delta R H$ not larger than 30-40 per cent - conditions generally satisfied within shopfloors). Moreover, if $T$ variations are limited (i.e. $\Delta T$ contained within $8-10^{\circ} \mathrm{C}$ - condition generally satisfied within shop-floors), the effect of $T$ on ultrasound attenuation can be neglected also [9, 42]. Thus, the only effect to be compensated is that of $T$ on $s$. To that purpose, $T$ is periodically evaluated by embedded thermometers at the Cricket receivers and $s$ is automatically updated using an experimental relation $s=s(T)[\mathbf{1}]$.
Referring to the validation experiments, the position of the 20 points is calculated by trilateration of the distances from the eight constellation devices.

The average position error ( $\mu_{\text {position-error }}$ ), calculated with respect to the laser-tracker reference positions, and the corresponding standard deviations ( $\sigma_{\text {position- }}$ error) are reported in Table 5. Again, those results obtained applying - in the same conditions - the onefactor model and those obtained with no correction are compared.

Again, results show that the two-factor model makes it possible to improve the position accuracy significantly. Notice that the $\sigma_{z}$ values are generally lower than $\sigma_{x}$ and $\sigma_{y}$. This behaviour is due to the geometric configuration of the constellation devices, as explained in section 2.2.

## 7 CONCLUSIONS

This paper proposes an experimental model to reduce the error in the TOF measurement among MScMS' Crickets. Being the most important error sources, the model takes the transceiver distance and the misalignment angle into account. Both these factors are related to the US signal attenuation and, by reason of an empirical factorial analysis, it is shown that the factors and their interaction have significant effects on TOF-Error.
An empirical regressive model is constructed on the basis of experimental data and successively validated through additional experiments. The model is based on the assumption that the Cricket devices in communication have parallel faces. In common practice, this condition is respected approximately because constellation devices are arranged on the ceiling above the measuring area and the face of the device to locate is roughly parallel to them. In the validation, results provided by the correction model are compared with those obtained applying respectively:
(a) a one-factor model;
(b) with no correction.

The most important benefit of the two-factor model is a reduction in the dispersion associated with TOF measurements: specifically, more than

Table 5 Results of validation experiments with regard to the positioning error. The two-factor correction model, compared to the one-factor model, makes it possible to reduce the dispersion in the position error considerably. Besides, results obtained with no correction are very poor, both in terms of centring and dispersion, because of the systematic overestimation of the distances between constellation devices and points to locate

| Position error related to the single coordinates | Two-factor experimental model |  |  | One-factor experimental model |  |  | No correction |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\Delta \mathrm{x}$ | $\Delta \mathrm{y}$ | $\Delta \mathrm{z}$ | $\Delta \mathrm{x}$ | $\Delta y$ | $\Delta \mathrm{z}$ | $\Delta \mathrm{x}$ | $\Delta \mathrm{y}$ | $\Delta \mathrm{z}$ |
| $\mu_{\text {position-error }}[\mathrm{mm}]$ | 1.3 | 3.3 | -1.0 | -4.0 | 12.7 | 0.2 | -4.8 | 23.8 | -69.5 |
| $\sigma_{\text {position-error }}[\mathrm{mm}]$ | 6.4 | 6.2 | 2.3 | 9.5 | 10.4 | 2.8 | 25.9 | 26.6 | 2.6 |

Reference positions of the twenty measured points are obtained using a laser-tracker (see Figure 18), with a measurement uncertainty onetwo orders of magnitude smaller than Crickets'

40 per cent with respect to the one-factor model and more than 60 per cent with respect to the case with no correction. The two-factor model can be automatically implemented by Crickets with an iterative procedure, and profitably used both in the measurement and in the constellation location phases. The model is effective provided that air $T$ is around $21^{\circ} \mathrm{C}$, with variations not larger than $8-10^{\circ} \mathrm{C}$; however, this condition is generally satisfied within shop-floors. It is remarkable that, requiring no extra hardware or software equipments, the model makes it possible to enhance the MScMS metrological performance, with no additional effort. Even if, in the future, the MScMS technology could be substantially improved, the proposed methodology can still be relevant to correct other error sources in a homologous way.
Regarding the future, a more refined correction model, which takes account of the fact that during the measurement task the mobile probe's devices are not perfectly parallel to constellation devices, will be studied. In fact, it is very difficult to keep the mobile probe always horizontal and facing the constellation devices, owing to the shape of the measured object. Furthermore, Cricket's accuracy could be improved using more refined ranging methods based on US pulse compression, so as to reduce the transceiver angular sensitivity substantially. This should be obtained with some modifications to the current Cricket hardware and firmware. Another possible solution to the error associated with transmitter misalignment is the use of US transducers which present a smaller directivity, such as cylindrical polyvinylidene fluoride (PVDF) film transducers [43, 44]. Also, other experiments will be carried out in order to study the best way of positioning the MScMS constellation devices, depending on the measured object and the working volume layout [23].
© Authors 2010
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